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Christer Rindebäck and Rune Gustavsson

School of Engineering, Blekinge Institute of Technology,
S-372 25 Ronneby, Sweden

{christer.rindeback, rune.gustavsson}@bth.se

Abstract. Design and maintenance of trustworthy electronically mediated ser-
vices is a major challenge in supporting trust of future information systems sup-
porting e-commerce as well as safety critical systems in our society. We propose
a framework supporting a principled life cycle of e-services. Our application do-
main is distributed health care systems. We also include comparisons with other
relevant approaches from trust in e-commerce and trust in agents.

1 Background

Trust has been identified to be a key issue when it comes to the design of user-accepted
behavior of complex computer systems [1]. Examples of such systems include Multi
agent systems (MAS) and emergent systems such as Network Enabled Capabilities
(NEC) in defense and efforts related to European EC Programmes in Ambient Intel-
ligent Systems (AmI). Furthermore R&D efforts in GRID computing and web services
have a clear focus on issues related to design and maintenance of trustworthy infor-
mation systems. Although trust and trustworthiness are common denominators in those
efforts the approaches are quite different illustrating the complexities of the subject
matter as well as the different backgrounds. Reputation and brand naming are examples
of trust creating signs in the real world. The purpose of our contribution is to combine
different approaches toward aspects of trust and trustworthiness into a framework that
allows us to have a principled approach toward engineering of trustworthy behavior
of computer mediated services (e-services). For instance, these systems need to be de-
signed in a way that allows the involved entities to exchange information securely and
in a trusted way, and that tasks can be delegated to parties that can be trusted to perform
the task as expected by the delegating party.

E-services is advocated by large industry consortia as well as by international re-
search communities as a promising future paradigm of the on-line environment pro-
viding electronically delivered service based on assembling and coordination of other
services. A particular important societal application area is the organization of future
health care utilizing information technology. We have had several projects focusing on
future home health care based on emergent technologies. In the home health care area
we are investigating support systems for health care personnel, home care personnel
and patients to establish a trusted support for all parties involved in home health care.
The application area is rich and challenging with respect to different trust models. Our
suggested framework is based on our current understanding of trust aspects related to
assessments of our prototypes and projects in the area.
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Trust is largely a subjective issue [2]. Actors may trust, for example, a low security
system, among other possible reasons, because they do not know better or because they
think that security is irrelevant for the particular system. Trust has also a contextual
relation to risk assessment. Obviously this assessment is fundamentally different in
nature if, e.g., your life, reputation, or (part of) your economy is at stake. But trust
is a concept with many dimensions directed toward different objects between multiple
actors, e.g. agents.

This contribution focuses on principal challenges regarding understanding, design-
ing, implementing and monitoring trustworthy information systems. Most aspects of
trustworthy information systems, agent mediated or not, have been addressing trust
(risk assessments) related to economic risks (e-commerce) or reputation (privacy con-
cerns related to e-commerce). We are addressing areas where your life might be at
stake, i.e., health care in home environments (e-health) or e-services used in emergency
situations in our society.

To set the scene; we regard in our setting trust as a relation between a subject and
an object regarding the behavior of the object in a given situation (context). The trust
evaluation is a subjective assessment of the object behavior (actual or expected) based
on the subject’s relevant criteria. In the case that the object is an artifact, the subjective
assessment can be supported or refuted by the perceived trustworthiness of the system.
Since systems are engineered we are looking for design and maintenance criteria that
supports (enforces) trustworthiness in our framework.

In the following Section 2 Trust and Agents - a Background we investigate the rela-
tionship between a number of identified dimensions and corresponding objects of trust
and specifically trust in relation to MAS. Thereafter, in section 3 Why Trust is Harder
than Trustworthiness, we identify the main issues of the paper as well a research agenda
toward that end. The following Section 4 A Framework Enabling Assessing Trustwor-
thiness, describes our approach in more details. We illustrate our approach with an
example in designing trustworthy systems in a following section 5, Trust in e-Services
in Home Health Care. We conclude the paper with two sections of comparisons with
other approaches, Models of Trust - Other Approaches, and, Trust in Agents - Other
Approaches. The final section, Conclusions and Further Research, includes self assess-
ments and pointers to further investigations on the important issue of trust in electroni-
cally mediated services.

2 Trust and Agents – a Background

During the last decade two complementary views on agents and trust have emerged
with roots either in agent technologies or in models of trust. In short, we have witnessed
research agendas on aspects of trust, from a user point, in behavior of agent systems on
the one side or research agendas focusing on models of trust between agents in agent
societies on the other side. Sometimes it is not entirely clear what the focus is in papers
on agents and trust. In this paper we claim that the first view is a sound one where as the
latter view is more troublesome given present state-of-the-art in agent technologies and
models of trust. To support our claim we first give a short overview of relevant models
of trust followed by an (also short) overview of state-of-the-art of agent technologies.
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2.1 Models of Trust

Below we give a short overview of contemporary models of trust along two dimen-
sions; (1) subjects/objects of trust, more precisely between humans, human entities
and organizations, social/natural order, and, artifacts, (2) dimensions of trust, that is,
ethical/moral behavior, professional competence, and specifically concerning artifacts,
functionality and reliability. It should be noted that artifacts in this overview corre-
sponds to physical artifacts or embedded software control systems (e.g., a sledge ham-
mer or a VCR). We will return to agent-based artifacts later. The following table
(Table 1) captures the relevant relationships marked with references to relevant work.

Table 1. A matrix of trust models and their relation to objects and dimensions of trust

Subject / Ob-
ject

Ethical/moral
behavior

Professional
competence

Action fulfill-
ment

Reliability Functionality

Artifacts N/A N/A N/A Muir[3] Muir[3]
Humans
Deutsch[4],
Rempel et.
al[5].

Barber[6],
Baier[7]

Barber[6] Gambetta[2] N/A N/A

Communities
Giddens[8]

Barber[6] Barber[6] Gambetta[2] N/A N/A

Trust in Social Natural order & Confidence - Barber[6], Luhmann[9]

Trust is complex not just in the sense that we may speak about what to trust by
whom, with regard to who, or what, but also with respect to the dimension of the be-
havior of the object the subject have trust in. The table above depicts a number of
subjects/objects of trust as well as dimensions of trust. For example; a human might
trust that another human has professional competence in a specific context, or trust that
a VCR has the intended functionality and reliability. However, we do not even think
of ethical behavior from a VCR but this has emerged as a major concern regarding
downloaded software (spyware and malware). The subjects/objects in a trust relation
are actors (phenomena) involved. In the model of trust above four categories of sub-
jects/objects of trust are presented. We can, for instance, investigate the trust of an
individual in the behavior of a society or the other way around. Depending on what
the subject-object roles are we can have quite different models and outcomes of assess-
ments of the relevant trust example; an illustrative example is the different views and
concerns related to privacy in our societies. The following subjects/objects of trust are
part of our model:

– Trust in social/natural order and confidence - Our society rests on basic assump-
tions about what will and will not happen in most situations. For instance we have
trust in the natural order, that the heaven won’t fall down or that the natural laws
will cease not to be true. There is also a general trust related to the social order
in most of our societies, that is that the governmental representatives will do the
best for the citizens and countries they represent and follow laws and norms as
well as follow established practices accordingly. This mutual trust isn’t something
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that actors in general reflect consciously about. The non-reflective trust serves as
a basic trust/confidence level for our daily actions where in general there isn’t any
alternatives to the anticipated risks. The notion confidence [9] is sometimes used in
situations where actors in reality have no choice. It isn’t a viable option to stay in
bed all day due to concerns about the social or natural order.

– Trust in communities - Humans are often part of a larger community. In the so-
ciety we have for instance companies, non-profit organizations, governmental in-
stitutions and other groups of humans, which often act according to policies, and
interests of the community. In many cases the trust may be attributed primarily (or
at least in part) in the behavior of a community e.g. a hospital. On the other hand,
a hospital may be perceived as more trustworthy than another due to better repu-
tation regarding the perceived treatment and quality of their staff. Depending on
the context, trust by a subject may be placed on the object being a community, an
individual representing the community, or both.

– Trust in humans - In many situations we attribute trust toward other humans, we
may trust a particular person about his capabilities or trust his intentions about a
particular action. When buying a used car for instance we may trust a car sales-
man to a certain degree or trust a neighbor being an honest person. Trust between
humans has been studied among others by [4, 2, 5].

– Trust in artifacts - Trust in human made objects such as cars, computers, VCR:s
are in some cases discussed in a manner which implies that these objects can be
seen as objects in which trust is placed. For instance ’I trust my car’ or ’they trusted
the bus to arrive on time’. This means that our expectations regarding the objects
with respect to reliability are in some sense confused with or attributed for trust in
humans enabling the intended behavior (the design and implementation team of a
company, the driver of the bus employed by a public transport company). Since it is
unusual or questionable to discuss classical (non-software) artifacts as trustworthy
entities with bad will (or good) toward others or as in possess of emotions the use
of the notion trust in artifacts is not classically applicable in those settings.

The trust by a subject defines toward what object the trust is attributed and along
which dimensions. The following classifications of trust dimensions has been identified
in literature on trust models:

– Functionality - The functionality of an artifact is an important and natural quality
of trust, e.g., the tools are expected to function as they should. An implicit trust
condition is that an artifact or tool is not behaving in an unexpected or undesired
way by its design [3]. As we have indicated earlier, this situation is quite different
when it comes to computer (software) based artifacts, that is, e-services. Firstly,
the available functionalities, or affordances, are more complex (flexible). Secondly,
and more important from a trust perspective the software can be designed by pur-
pose or by affording vulnerabilities to create dysfunctional behavior that can be
very harmful to the user or her system. The explicitly available functions and their
appearance and accessibility shape the e-service from the perspective of its users.
The user has to trust that these services meet her trust criteria in a trustworthy way
without unwanted results. In our framework we indicate how we can meet these
requirements from a designers point of view.
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– Reliability - The reliability of an artifact is another important criteria of trust in
classical artifacts. The tools should be resistant to tear and wear in a reasonable way
and the VCR should function flawless for some years. Reliability thus means that
an artifact can be expected to function according to the presented functionality and
is working when needed. In some contexts reliability can be interpreted as safety,
for instance, a safe electric equipment has protection (fuses) against short-circuits
that could be harmful. Again, when it comes to software mediated services the trust
dimensions of reliability and safety need to be assessed from different aspects.

– Trust in Action Fulfillment - In cooperation a specific trust dimension surfaces in
most contexts. That is, can a subject trust that an object will indeed fulfill a promise
or obligation to do a specified action? In a subcontractor scenario or in a health care
situation where a doctor has prescribed a treatment to be carried out concerns may
arise about whether the treatment will be carried out or not. Similar concerns can be
identified in e-services regarding whether e.g an ordered product will be delivered
or not.

– Trust in Professional Competence - When a decision to delegate a task to another
actor is taken this is often based on a perception of that actors professional compe-
tence. This refers to expectations about the professional abilities [6] of e.g. a doctor
or banker and suggests further refinements of trust expectations. We can trust some-
body to have the right competence for carrying out actions associated with their
profession. We trust doctors’ judgments about medical needs and we trust them in
their ability to adjust treatments in accordance with new findings within their area
of expertise. In many situations humans can’t gain complete insight in all qualities,
aspects and problems characterizing professionalism in certain domains where we
need help or assistance. Instead the decision weather or not to engage in a relation-
ship with, i.e., a doctor or act according to the recommendations by a professional
is based on trust in the professional competence of that actor.

– Trust in Ethical/moral Behavior - Trust isn’t only related to professionalism in
dealing with tasks as such, it is also suggested to be linked to values and less tan-
gible nuances such as ethical and moral premises. If a trusted professional acts in
a manner that is perceived as being against common ethical and moral norms we
can choose to distrust this person in a given context despite his professional skills.
Examples include certain types of medical experiments or other acts that can be re-
garded as unethical or even criminal if detected. Trust in moral or ethical behavior
is, of course, very context dependent. Moral trust or as it is put forward in [6] as
trust in fiduciary obligations means that some others in our social relationships have
moral obligations and responsibility to demonstrate a special concern for other’s in-
terests above their own. The lack of control will give the trustee the possibility the
possibility to exploit or harm the truster [7]. The ethical/moral trust dimension is
based on a scenario when there is a risk for betrayal based on ethical and moral
reasons. For instance in an e-service the information handled by the involved or-
ganization about individual clients can be misused in unethical manners in a way
that is perceived as unmoral and would harm the truster. This is also connected to
willingness from the trustee to put the truster’s interest before his or her own. For
instance, an e-service designed for health monitoring is expected to be mainly ben-
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eficial for it’s customers. The data collected could be used by the service provider
as statistical data that could be passed on to the highest bidding parties.

2.2 Models of Agent Capabilities

We note the obvious fact that most contemporary trust models are related to trust and
trust dimensions in human-human relations, see previous section. In the same way, trust
models related to artifacts are complementary in the sense that human capabilities and
expectations in the form of ethical/moral behavior, professional competence and action
fulfillment is replaced by the technical requirements of functionality and reliability. For
instance a human can be trusted to act in a moral ethical manner in a certain context
whilst it makes no sense to claim that an artifact is acting by itself in this manner [10].
Having said that, there are many open issues related to trust in e-services and software
agent-mediated services. For instance, can an (agent-mediated) artifact be instructed or
designed in a way that measures up to or comprises ethical/moral behavior? What is
the meaning of demanding accountability or liability on agent behavior? Our position
is that these kinds of responsibilities are only meaningful and enforceable on the owner
of the (agent)services.The purpose of this section is to revisit the (classical) discussion
on trust as summarized in Table 1 into the situations where we have either a subject as-
sessing her trust in agent mediated services or in situations where it is justified to model
trust within the (software) agent societies. This is done in our proposed extension ta-
ble 2. The Subject/Object heading indicates the two different interpretations of trust.
The first row of the table is the situation where a user can assess her trust dimensions
regarding the behavior of the agent-mediated services offered. In short, a user can judge
(direct or indirect) whether or not the system behavior is either of ethical/moral, com-
petent, fulfilling, functional, or reliable. The second row is the second reading of trust;
between software agents themselves. The bottom line is that we regard the first user
assessed trust dimensions to be the only viable stance given state-of-the-art agent tech-
nologies today and in a foreseeable future. That is, we claim that state-of-the-art agent
system can not be trusted to have ethical/moral behavior even if the system can be de-
sign to have a formal rational behavior, e.g., regarding to problem solving in a technical
domain. The reason for this stance is that we regard ethical/moral behavior to reflect
on the societal consequences of, e.g., rational behavior. On the other hand we believe
it is possible to implement self assessment models in an agent system to allow for de-
cisions on (formal) competence, action fulfillment, functionality, or, certain aspects of
reliability. Our framework supporting design and maintenance of trustworthy systems
is based on that assumption. The rationale for the statements of the matrix of table 2

Table 2. A matrix of trust models related to agent mediated services and within agent societies

Subject / Ob-
ject

Ethical/moral
behavior

Professional
competence

Action fulfill-
ment

Functionality Reliability

Agent system
behavior

Yes Knowledge
Based Systems

Yes Yes Possible

Within agent
systems

No Possible Possible Possible Possible
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Agent head

Monitor                         

Interpreter      

Problem solving
Capability (BDI)

World model

Social competence
(Norms)

Agent body

Object level 
programs

Programmable
Communication
Interface

Communication medium              

Fig. 1. A reference architecture for agents in a multi-agent system (Belief-Desire-Intentions) ar-
chitecture that also implements a local rational behavior accordingly. Technologies supporting
MAS are focusing on Agent Communication Languages (ACL) and coordination patterns as well
as community (institution, society) models [12, 14]. The latter are at present based on natural and
social systems (normative behaviors)

are as follows [11, 12, 13, 14], where [12] includes a state-of-the-art overview of agent
technologies and a road map up to 2009 and onwards. The different definitions of an
agent from the agent research communities are emphasizing an agent as an autonomous
computation software entity with a rational behavior. For multi-agent systems the focus
is on interactions and co-ordinations of individual agents to achieve a common task or
behavior. The capabilities of individual agents and a MAS are determined by which ar-
chitectures that can be implemented [14, 15]. The capabilities of individual agents have
hitherto been focusing on problem solving capabilities manifested by the well-known
BDI (Beliefs-Desires-Intentions) architecture. A minor upgrade of the traditional BDI
agent architecture given in [15]. Figure 1 summarizes the current state-of-the-art of
agent (head-body) architectures (i.e., capabilities that can be implemented by individ-
ual agents or in a MAS). We argue that state-of-the-art agent technologies allow us to
have trust in professional competence, and action fulfillment in the behavior of MAS
as indicated in Table 2. Examples include knowledge-based systems with explanation
capabilities. Furthermore, we can implement a MAS is such a way that the system will
indeed have the desired functionality and reliability [12, 13]. However, it should be
noted that this goal is not yet achieved concerning reliability but rather a stated goal
of the road map of [12]. In that road map, reliability is especially addressing security
concerns of MAS. As a matter of fact it limits trust concerns and hence building and
maintaining trustworthy systems to issues related to reputation mechanisms, reliability
testing, security and verifiability, and electronic contracts. Our framework thus includes
and extends issues related to trustworthy systems as expressed in the road map of [12].
Precisely, for that reason we argue that indeed it is possible to have a grounded belief
of trustworthiness by the user in agent based behavior such as e-services. That is, an
example of ethical/moral behavior of agent systems in table 2.



Why Trust Is Hard – Challenges in e-Mediated Services 187

On the other hand we argue that trust within agent systems in the sense of trust
equal to the phenomena of human trust is beyond state-of-the-art in a foreseeable future
mainly due to the fact that we do not have a corresponding complementary component
(e.g., consciousness) complementing the architectural components Problem solving ca-
pability and Social competence of Figure 1. Regarding the other qualities within an
agent society such as professional competence those qualities requires implemented
mechanisms supporting self-adjustments, negotiations, learning, and semantic control.
Those and similar mechanisms can be available within the next 5-10 years [12]. We will
return to some of those topics in Section 7 on Trust in agents - other approaches.

3 Why Trust Is Harder Than Trustworthiness

We model trust in e-services as an individual assessment of trustworthiness of that ser-
vice taking into account the given context. Our approach toward enabling trust by users
and societies in e-services is consequently to focus on designing and building trust-
worthy systems based on a principled approach of handling trust concerns of system
actors, e.g. users, and transforming those concerns into design principles and signs
to be assessed by the users evaluating the trustworthiness. Our framework identifies
a conceptual structure and some important processes toward a methodology to that
end.

E-services is not a unambiguously defined concept [16] but a common definition
is: ”Interactive software-based information systems received via the Internet” [17]. The
information system typically involves many system components, e.g. software and ar-
tifacts. Typically e-services are composed of other services provided by third parties.
For instance in order to distribute sensible health care data a suitable certificate may be
used to create the necessary trust in the service.

When buying anti-virus software we are rather buying a service than a product.
The software is bought with an initial subscription. When new viruses are discovered
information about the viruses is added to a database that supports downloading upgrades
to subscribers of the service. This service oriented approach also leads to a continuous
relationship between the service provider and it’s users. In health care we are seeing
similar tendencies where patients are treated over longer time spans compared to earlier
than they just visited hospitals when they were ill and left upon recovery. Recovery and
care will to a larger extent take place in the home of those needing care assisted by
health care personnel.

The structure of the framework, i.e., the basic concepts and their relations are de-
scribed in Section 4. In our model we take, as have earlier been said, into account
relevant trust concerns, aspects, mechanisms and signs supporting user’s trust assess-
ment. Further details on that strand are given in the next section. Needless to say, much
research and experiments remains to be done to assess and refine our approach to meet
the goals expressed above.

The inherent difficulty with qualities such as trust, and other related qualities such
as security, privacy, and usefulness, is its systemic nature. That is, these qualities can
only be assessed at the system level. From an engineering point of view these systemic
qualities are sometimes called non-functional because:
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– The quality cannot be decomposed into qualities of components.
– Two components can have the quality but not their composition. This aspect is

particularly important in the area of composition of e-services. Reasons behind this
non-compositional nature of systemic qualities include loss of quality due to uncon-
trolled (unforeseen) interactions between components or due to incomprehensible
complexity of the conjunction of services perceived by the user.

An example of a systemic quality is traffic security. We have learned that by engineering
vehicles taking into account traffic security concerns (expressing aspects that are man-
ifested in mechanisms such as reliable brakes, air bags, belts, and crash zones) the risk
assessment by users are simplified to assessing signs (mediated through brand names,
accident statistics, or reputation) associated to the vehicle. The society has on its side
developed an infrastructure supported by another set of traffic security concerns (road
systems minimizing collisions, vehicle control authorities, education, monitoring au-
thorities, legal frameworks) aiming at a higher traffic security in the society at hand. We
all know that accidents still cannot be avoided but still we all trust the traffic system
enough to use it on a daily base at our own decisions. Of course, the efforts of creat-
ing a trustworthy traffic system are ongoing processes with the explicit and measurable
systemic goal to decrease the numbers and the severities of accidents. In effect, our soci-
eties have identified, since the last century, a set of traffic security concerns and aspects
that have been translated into mechanisms implemented in different subsystems (com-
ponents), i.e., more trustworthy vehicles, safer roads, and better monitoring measures.
Our societies thus have furthermore developed a strategy and means toward attaining
trustworthy traffic systems that each user can decide to trust (or not) at their will to use
in an appropriate way. Of course, nobody believes that building and testing trustworthy
components in itself will replace continuous traffic security assessments at the system
level. The aim of our contribution is to propose and illustrate a similar comprehensive
approach, as in the traffic example, toward supporting trust in e-services. In short, from
an engineering perspective, we can only aim at designing, implementing, and maintain-
ing trustworthy systems and components. Our success in gaining acceptance and trust
by users of the systems will depend upon how well we have succeeded in translating
trust concerns into aspects and mechanisms that can be implemented in a trustworthy
manner by providing appropriate signs. At this point in time we, however, do not have
an appropriate metric on the systemic level (compared to statistics and assessments of
traffic accidents) to enable us to claim that we have a good strategy for supporting the
users to gain more confidence in their trust assessment of electronically supported ser-
vices by, e.g., providing more appropriate signs. Thus, making trustworthy information
systems is hard but supporting users trust in them is at the moment very much harder.
Our contribution is to outline a framework and processes to enable the first concern and
to narrowing the latter divide.

Trust and trustworthiness are two notions we need to use wisely in order to em-
phasize the differences between the two. Trustworthiness is what designers of systems
can implement [18] as mechanisms into the system manifested by an appropriate set of
signs. An actor performing risk assessment related to trust then assesses if the system
is trustworthy by inspecting the signs. The judgment whether the system is trusted or
not is thus taken by the observer or user of the e-service. It is not possible to directly
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code trust into the system, see our discussion in Section 2. We use the term actor to
denote stakeholders in the system. This is because of the fact that different actors may
have different considerations related to trust affecting the design considerations needing
attention [19]. Trust is obviously very context dependent [6]. We can, for instance, have
trust in one actor providing an e-service and then not trust the very same actor in another
service. We may also lose trust in some services if something disruptive has happened
such as introduction of new technologies or unexpected breakdowns. Identification of
and maintaining trust aspects that should be sustainable during change are in many
applications crucial. There are several approaches aiming at modeling non-functional
requirements such as trust by introduction of some measurable quality. A problem with
this approach is that the qualities identified and measured have turned out to be quite
arbitrary [20]. For instance, user satisfaction, being a systemic quality, has been approx-
imated by a set of measurable qualities by different models. To infer user satisfaction
relying naively on numeric calculations of numbers related to those measurable qual-
ities could be misleading at least or totally wrong at worst. Furthermore, it has turned
out to be difficult to compare different numerical models or to make predictions due to
changes in the system. In the context of trust research there is no consensus about what
to quantify, measure or investigate in order to reach a conclusion on whether a system is
to be considered as trustworthy or not. This state of affairs imposes challenges on sys-
tem designers in design, development, and use of tools enabling evaluation of computer
systems trustworthiness. Our proposed framework and associated processes are steps in
that direction. We compare our approach with contemporary approaches toward trust in
electronically mediated services or agents in Sections 6 and 7.

4 A Framework Enabling Assessing Trustworthiness

The following Figure 2 captures the main ingredients of our framework supporting
design, implementation and monitoring of trustworthy e-services. The components of
the framework are:

– The context, including: actors, e-services, artifacts, location, and, time. The context
also includes other components and factors such as contracts, ownerships, respon-
sibilities, legal frameworks, work practices, and, organizational aspects.

– Trust concerns addressed: e.g., loss of life, threat of privacy, loss of money, loss of
reputation, responsibilities, or time and duration of engagement.

– Trust aspects that can be derived from trust concerns: legal aspects, responsibilities
at breakdowns, information integrity, security, privacy aspects, or explanations of
functionality.

– Mechanisms that implement trust aspects, e.g., explanations, in a trustworthy way.
– Signs ensuring correct implementation of trust mechanisms that can be inspected

by the observer of the e-service [21].

The relationships depicted by arrows in the figure are typically many - too - many. That
is, a trust concern can be broken down into one or many aspects or vice versa. The same
argument holds between aspects and mechanisms as well as between mechanisms and
signs. An example from the earlier mentioned traffic domain is traffic signs (a mech-
anism and a sign) that implement trusted traffic information by alternating between
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Trust Concerns

Trust aspects

Trust mechanisms

Trust signsPerceived

trustworthiness

Input

Assessed trust

Context including actors, e-services and work environments

Fig. 2. Main components of our framework supporting design and maintenance of trustworthy
electronically mediated services

sending out red, yellow, or green light. The trustworthiness and trust rely on that all
agents involved trust that (almost) all other agents knows the intended reading of the
signals and follow suit. As another sign all legal drivers can, on request, provide a valid
driver’s license.

Another example is security that can be and often is a trust concern. Typically as-
pects related to security are information security, network security, computer security,
or physical security. A typical mechanism related to the aspects of confidentiality, ac-
cess control and information integrity is encryption. As yet, however, there is no well-
accepted sign that encryption has been trustworthy implemented. Certificates - issued
by ’trusted third parties’ are in many senses to weak today to serve as a trust sign in our
setting.

The degree of trust in services possessed by individuals is by no means static. As
reported by [5] trust between individuals tends to grow stronger in close relationships,
the familiarity factor. Familiarity with services is a strong support of trust. Trust does
not only increase it can decline and hence has a dynamic nature [22]. The following
factors exemplifies what contributes to the dynamics of trust:

– The actors’ experiences through interactions with the e-service and involved actors,
experience-based trust [23].

– Changes in society [8]. The climate and attitude toward providers or components of
an e-service may change in society in general. If Internet Banks would be claimed
to take to high fees in general the trust in Internet Banks in general may decrease.

– Changes in the composition of services, objects and artifacts. If the composition
of an e-service changes, i.e. new technology or a new actor is introduced the trust
concerns raised by actors may change.

We have a plentiful of potential changes among the concerns and aspects of trust. In
a dynamic society these reasons for changes will prevail. The design of trustworthy e-
services therefore is an effort that needs attention not just during the design phase, but
also during the whole life cycle of the e-service. The dynamic nature of trust suggest
that we continually must re-evaluate and eventually redesign mechanisms and signs of
our framework to support efficient and reliable risk assessment concerning trust. Our
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framework supports this process and is part of our trust management process. The fol-
lowing semi-formal notations and definitions clarify the different dependencies of Fig-
ure 2 and provide a backbone for our methodology of trust management of e-services.
The intended reading is that users express trust concerns in a given context. This input
can be translated into a set of trust aspects. One category of trust concerns often men-
tioned individuals are related to misuse of owned or generated information that might
lead to loss of life, loss of freedom, loss of money, loss of reputation, or receiving un-
wanted commercial offers. The generic term of those concerns is privacy. However,
the given context will qualify the aspects (types) of privacy that are relevant for the ex-
pressed trust concerns indicated above. The identified aspects can then be translated into
relevant mechanisms, e.g., secure end-to-end information exchange between mutually
identified and trusted end users, and validated by appropriated signs. The components
of an e-service include providers - the provider of the service to the user, third party
actors - enabling the creation and distribution of the service, content of the service -
the information and products distributed, computer-based artifacts used to provide the
service to the user, access points to the service, and implemented trust mechanisms that
are coupled to the relevant trust aspects formally defined as:

e-service = < Provider, Third Party, Content, Computer based artifacts,
Access points, Trust mechanisms >

Definitions of the concepts Situation, Trustworthiness, and, Trust:

Situation = < Time-interval, Location >
Trustworthiness = < e-service, Situation, Context >
Trust = < User, Trustworthiness, Signs >

A situation is a binary relation between a time-interval and a location (where the
service is delivered and used). Trustworthiness of an e-service connects the service to
a situation and a context. The context is specified in the design phase of a particular
e-service, c.f., our case scenario of Figure 3. Finally, the perceived trust by the user is
a three-valued relation connecting the user, and signs that manifests the trustworthiness
of the e-service. The value of trust can be of any type that supports reasoning and
modeling in the framework. Examples include Boolean values (Yes, No), numerical
values modeling strength of Belief in the trust, c.f., [24], or measuring fuzziness. In
more elaborated modeling where partial ordering might be useful we can use lattices as
the value domain of Trust. Given those definitions in a formal language we can define
and reason about properties and invariance of properties of and between components of
our framework in Figure 2 by introducing a suitable logical framework and notations.
Given that logical framework we can for instance state precisely what we mean by
”Trustworthiness of an e-service independent of a set of situations”, ”Trustworthiness
of an e-service independent of a set of mechanisms” or other invariants by introducing
restrictions of formulas over sets.

We will return to the methodological processes related to the structure of framework
in Figure 2 later. That is support for design and trust management. Design and trust
management is modeled after Boehm’s risk driven spiral model[25]. Eventually we
hope to supplement the framework with guidelines on how to design and implement
mechanisms and signs supporting trustworthiness.
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5 Trust in e-Services in Home Health Care

Distributed health care (e-health) utilizing Information and Communication Technology
(ICT) is a vibrant area of research and development worldwide. First and foremost there
is an international societal-economical need to assess current models of health care. Not
the least in health care for people with special needs.

The underlying idea behind e-health in homes is that given the proper support a
patient (e.g., elderly person) can stay longer in his/her home and thus have a higher
quality of life than otherwise. At the same time the society gains is expected to be
lower total costs and fewer burdens on hospitals and other health institutions. E-health
systems are typically very complex socio-techno systems and a shift toward future e-
health systems requires and understanding of the socio-economical aspects as well as of
systemic possibilities and considerations. Systemic invariants such as, e.g., ”good care”
and trust, have to be sustained during introduction of ICT in order for e-health to get
acceptance by involved parties We have developed our framework to support design,
implementation and maintenance of this change of institutional centric health care into
a distributed patient-centric health care while preserving trust in the necessary services
by all agents involved, not least by the patients.

The following figure, Figure 3, captures our ’patient-centric view’ of e-health. We
have investigated this scenario in several national and international projects 1 in dis-
tributed health care. A result of those investigations, based on lessons learned and in-
sights, is the framework presented in this paper.

Hospital team

Institution 1

Patient at

home

Local health care team

Institution 2

Mobile home support team

Institution 3

Service provider

Institution 4

Service provider

Institution 5

Distributed

Health care

portal

Smart home

portal

PDA 1 PDA 2

Fig. 3. Teams and institutions involved in distributed home health care

The scenario above involves five institutions, three concerning health care and home
support services and two service providers. Furthermore we have three types of teams,
hospital teams, local health care teams, and mobile home support teams. Two portals -
e-service systems, including stationary and mobile access points) support the activities
of the scenario. The Health care portal provides sensors supporting monitoring of the

1 EC Alfebiite - http://alfebiite.ee.ic.aac.uk
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health of the patient. The related information is transformed into suitable formats for
assessments of the teams and the patient in a role-based manner. The smart home portal
has sensors and actuators supporting the patient in his daily life at home.

A successful transition from today’s health care organizations and practices to the
situation depicted in Figure 3 would typically mean that large parts of the treatments
of the patient now conducted in hospitals or similar institutions will take place in the
homes of the patients. This also implies that the work situation for Institution 3 (Home
support team) will be more qualified although their basic education will mainly be as
now. The home support team thus needs good support from the artifacts delivered by
Institutions 4 and 5 and a mutually trusted case-based delegation of tasks from the
hospitals in order to do their job in a satisfactory way. To summarize the new situa-
tion: The health care authorities that are responsible for the health care have to have a
grounded trust in that the new organization will deliver high-quality health care services
in a cost-efficient way. The involved organizations must also have similar beliefs. The
persons involved, not the least the patient, must trust that the new work situation will
provide sufficient support for the new work flows. Last but not least the overall systemic
goal of ”good care” has to be maintained during the ICT enabled transformation. We
have investigated several different partial scenarios related to the scenario given above.
One set of investigations was related to equipment for measuring the health status of
patients (related to the Health Care portal of Figure 3). Another set of investigations
is related to improving the learning and knowledge sharing in teams utilizing Peer-to-
Peer technologies 2 (Institution 2 in Figure 3). A third set of investigations was focusing
on issues of shared awareness and work flow management where we have actors from
more than one institution, institutions 1 and 2 of the scenario. Two applications 3 in this
setting are SHINE - Sustaining health and interaction in networked environments - and
DICE - Delegation and interaction in care environments. In the DICE application we
had doctors and nurses from either of Institutions 1 or 2. Furthermore, we have nursing
assistants belonging to either of institutions 1, 2, or 3.

The workflows will typically be supported by digital information management sys-
tems with different types of access possibilities. That is, the primary asset is information
and a primary concern is trustworthy management of the information. One important
aspect of trustworthiness is thus related to dependability (e.g., security, integrity of per-
sons and data, and accessibility). Field personnel using new digital artifacts (DICE)
have frequently raised the following trust concerns during our evaluation tests:

– How do we know that we do the right kind of tasks or actions in the right way?
– What happens if something goes wrong?
– Can our employer spy on us or misuse the information the system provides about

our work?
– We have a very dynamic environment. Can we have a flexible system taking care

of our mentioned concerns?

The system requirements can be formulated as: Trusted role and context based access
control to services in e-health. Intuitively we can presuppose that enforcing normative

2 E.g. WoundDoc - an information sharing tool for health care personnel.
3 For more information visit http://www.soclab.bth.se
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behavior could be a way to support trustworthiness but here we have to strike a balance
between being too restrictive and in that way hampering a needed flexibility in the work
flow processes (e.g., as in the DICE system). Our approach to achieve flexibility is to
identify and implement context dependent normative behavior.

Background material on different aspects of trust was developed in the EC project
Alfebiite. In effect: three supporting frameworks of trust: A logical Framework for
Norm-Governed Behavior, A Conceptual Framework on Operational Model of Nor-
mative Behavior, and, Communicative Acts and Interactions Patterns developed in the
project have largely influenced our approach. The following different concepts of trust
have been proposed in those deliverables:

– A mere mental attitude (prediction and evaluation toward an other agent;
– A decision to rely upon the other, i.e., an intention to delegate and trust, which

makes the truster ’vulnerable’;
– A behavior, i.e., the intentional act of trusting, and the consequent relation between

the truster and the trustee.

In our case we focus on the latter two concepts, since they open up for a methodological
approach toward creating trust. In the conceptual framework we have models connect-
ing trust and delegation (weak or strong). The models presuppose human agents but
some models could also be used in the situation of trust in artifacts (which is of our
main concern in our investigations). For instance, we model the trust in artifacts as
strong delegation. In the same deliverable we also find the notions of internal and ex-
ternal trust useful for our investigations. The concept of a three party relationship based
trust model is also very appropriate in our approach.

Another interesting concept for us is Adjustable Social Autonomy [26] model-
ing time dependent levels of delegation. Especially, we share the beliefs that ”A very
good solution (of adjustable social autonomy) is maintaining a high degree of inter-
activity during the collaboration, providing both the man/delegator/client and the ma-
chine/delegee/contractor the possibility of having initiative in interaction and help (mixed
initiative) and of adjusting the kind/level of delegation and help, and the degree of au-
tonomy run time. This means that channels and protocols - on the delegator’s side -
for monitoring (reporting, observing, and inspecting), and for discretion and practical
innovation: for both client and contractor channels and protocols are needed for commu-
nication and re-negotiation during the role-playing and the task execution”. As a matter
of fact, our implementation of the DICE system is designed to meet such requirements
concerning run-time observations and adjustments of systems.

6 Models of Trust – Other Approaches

One driver behind the interest in trust and e-services is that higher trust in e-service
providers are likely to affect the willingness to engage in relationships and utilize the
provided services. As a fact, trust has been defined as a willingness to depend or rely
on other actors [27]. From the truster’s perspective trust is a mechanism used to re-
duce complexity [9, 8] under situations of risk where we can choose our path of action
based on expectations. One model proposed to deal with trust in risky environment such
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as e-commerce is the model of trust in electronic commerce (MoTech). It aims to ex-
plain the factors that affect a person’s judgment of an e-commerce site’s trustworthiness
[23]. MoTech contains of a number of dimensions intended to reflect the stages visitors
goes through when exploring an e-commerce website. The dimensions pre-interactional
filter, interface properties, informational content and relationship management will be
described below. Each of these components addresses factors that have been observed
to affect consumers’ judgment of an on-line vendor’s trustworthiness.

Pre-interactional filters refer to factors that can affect people’s perceptions before
an e-commerce system has been accessed for the first time. The factors presented are
related to user psychology or pre-purchase knowledge. The first group refers to factors
such as propensity to trust and trust toward IT in general and the Internet. Pre-purchase
knowledge is related to Reputation of the industry, company and Transference (off-line
and on-line). The second dimension of MoTech is concerned with interface properties
that affect the perception of a website. Here the components are branding and usability.
Factors in the branding component are appeal and professionalism. The usability com-
ponent factors are organization of content, navigation, relevance and reliability. The
next dimension, informational content contains components related to competence of
the company and the products and services offered and issues regarding security and
privacy. The fourth and last dimension reflects the facilitating effect of relevant and
personalized vendor-buyer relationship. The components Pre-purchase Interactions and
Post-purchase interactions are related to factors such as responsiveness, quality of help
and fulfillment.

The model structures e-commerce designers work and give directions toward impor-
tant trust considerations during the discussed dimensions. In the light of our framework
we would interpret the four dimensions or stages as four situations. For instance the
pre-interactional stage is the situation before any interaction has taken place with the
e-commerce web site. The factors are related to concerns, aspects, and mechanisms
in our framework. The MoTech components privacy and security are trust aspects and
the factors proposed are mechanisms such as policy, encryption and contractual terms
in our framework. To summarize: we can model the MoTech approach in our frame-
work whereby we also get a more principled approach for evaluation and maintenance.
MoTech is developed for e-commerce applications but has also been tested in other
contexts such as on-line gambling.

7 Trust in Agents – Other Approaches

Current state of the art tries to capture and reason about norms in agent societies. These
so called normative agents trends are the one lying closest to human behavior as of to-
day. Instead of acting based on reactive stimuli or a message related to problem solving
a norm based agent can act based on social norms in order to achieve some kind of
goal in isolation or in a team. However the state of the art within the area of MAS-
architectures and agent models today merely reaches a desired level of a mixture of
normative behavior and reflective behavior in key applications, Section 2 and Section
5. Another approach is to view human and computational agents differently. This is
especially obvious when relying on some of the more common definitions of the term
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agent e.g. [28] who defines an agent to be ”a computer system that is situated in some
environment that is capable of autonomous action in its environment in order to meet its
design objectives”. This definition excludes human beings from the agent metaphor at
least in a computational setting. This explicit differentiation between human and com-
putational agents opens for our approach of trust in agents, i.e., trust in human-agent
interaction. Where the human is the subject and the agent(system) is the object, see
Section 2. Models of trust in agent behavior have been an active research area for more
than a decade. Different aspects of trust models have been proposed and sometimes
implemented. Concerns of trust in agent behavior goes back to mid seventies where the
corresponding systems under investigation was expert systems or in a later terminol-
ogy knowledge based systems. The tasks performed by the systems were knowledge
intensive problem solving in areas such as diagnosis, planning, scheduling, and mon-
itoring. The problem solving capability was captured and engineered to mimic human
expertise in selected areas. By necessity the knowledge systems had to handle inherent
weaknesses such as brittleness and sometimes assessment conflicts between experts. In
short, there were concerns by the users how to trust decisions suggested by the systems.
The following trust aspect was identified to remedy these concerns. The users requested
explanations of the support for the conclusions drawn by the system. Two explanation
facilities, or mechanisms, were identified, i.e., answers to the questions ”Why?” and
”What if?” c.f., our framework in Figure 2. Different strategies of reasoning and imple-
mentations of those mechanisms have been evaluated since that time. A good exposition
of trust concerns related to explanations and corresponding mechanisms are described
in [29]. Below we assess contemporary efforts in designing and building trustworthy
agent systems and e-services. In our discussion we frequently refer to concepts from
our framework, Figure 2. Furthermore we base our assessments on our discussion in
Section 2, Figure 1, and, Table 2.

MAS (Multi Agent Systems) designers and programmers investigate trust due to
it’s importance in human interpersonal relationships where trust seems to affect how
we make decisions about what to delegate and to whom or whey we choose to act in
a way rather than another. For instance why do we trust A to do a task for us instead
of B? Here reputation has been identified as a major factor to be aware of. Thus by
implementing mechanisms into MAS the intention is to create agent-to-agent trust in
trade and interaction between agents in the systems ultimately enabling them to act
independently of the agent owner and make deals and commit to tasks on behalf of
its owner. These kind of trust supports are mechanism-oriented and it is often hard to
assess in what ways those mechanisms are related to trust concerns as expressed in our
framework, Figure 2.

The Foundation for Intelligent Physical Agents (FIPA) has proposed MAS Security
Models. A good overview of relevant material ”Specifying Standard Security Mecha-
nisms in Multi-agent Systems” is provided in [30]. From the point of our framework the
focus is on mechanisms. The FIPA requirements are collected from a set of scenarios,
related to e-commerce, from which a set of security issues is derived. The corresponding
architectural elements, or trust aspect in our terminology, are found to be authentication,
authorization, integrity, and privacy. Some generic safeguards are the proposed. There is
no attempt by FIPA to address the concerns that might lead to the mentioned set of trust
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aspects. Neither mechanisms nor signs are explicitly addressed. In practice, it might be
difficult to assess how well the FIPA efforts supports trust in agent-mediated services
in the selected domain e-commerce. Security aspects of trust concerns of agent behav-
ior are addressed by several researchers beside the FIPA efforts. The application area is
typically e-commerce [31]. Again most efforts is devoted to discuss similar trust aspects
as in the FIPA case but sometimes introducing other mechanisms and sometimes signs
(certificates).

A research agenda addressing challenges for trust, fraud, and deception research
in multi-agent systems has recently been proposed [32]. The areas identified are: Trust
model discrimination, Building reputation without interaction, benchmarking trust mod-
eling algorithms. Trust as measuring a reputation based quantity is also the basic mech-
anism in studies of objective-trust based agents [33]. The underlying assumptions with
these approaches are that, in our terminology, the chain of trust concerns - trust aspects
- mechanisms can be compiled into a metric (sign) calculated by an algorithm. These
approaches are of cause possible to model in our framework and of relevance in specific
circumstances. On the other hand, addressing trust in life threatening situations such as
distributed e-health require a more elaborate approach.

Recent advancements in semantic web technologies as well as in web services and
semantic Grid computing make introduces the concept of ”smart” or ”intelligent” ser-
vices. In our view those kinds of services can and perhaps should be modeled as agent
mediated services. This approach allows a fruitful interaction between the high-level
agent approach and the bottom-up approach provided by the web service and Grid com-
puting communities. Both communities have their preferred approach toward trustwor-
thy systems with specific advantages and disadvantages. Our framework is aiming at a
common ground for designing and maintaining trustworthy intelligent e-services.

8 Conclusions and Further Research

Creating and maintaining information systems that users can decide to trust is a hard
challenge. In effect we ask the user to trust, economically and in some cases even with
their life, the behavior of electronically mediated services, e-services. To that end we
propose a framework and a methodological approach aiming at designing, developing
and maintaining trustworthy systems. The framework is based on the idea that trust is a
subjective assessment that is highly context dependent. To capture the anatomy of those
assessments we introduce the following concepts in our methodology; trust concerns,
trust aspects, trust mechanisms, and, signs. Typically, users articulate trust concerns
and they look for signs that will assist them in their assessments. Trust aspects are de-
sign tools allowing designers to decide proper mechanisms to be implemented and to
provide signs that verify that those mechanisms have been properly implemented. Trust
concerns thus give insight into hypothetical or validated concerns related to trust among
providers, third party actors and users of e-services, hence trust aspects are operational-
izations of the different concerns. Trust mechanisms are implemented trust aspects, e.g.,
explanations, encryption algorithms etc. The signs, trade marks, documentation, certifi-
cates, and so on, provide actors and end users with credentials belonging to an e-service
enabling the actors to form their judgment of whether or not trust the service.
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We have also included a case study to illustrate and validate our framework related
to trustworthy e-services. Our applications are primary distributed e-services support-
ing a patient and associated health care and home care teams from a home-centric point
of view. We have chosen this application area for two reasons. Firstly, the application
area is of high societal importance worldwide; secondly, the application amply illus-
trates the different aspects and challenges of trust in artifact-mediated services. In fact
your life might depend on some of those services. We have developed our models in
different application projects and based our approach on contemporary R&D on trust
and trustworthiness.

In our definition of e-services we have taken into account different aspects of their
context, i.e., other actors than the user, other e-services, artifacts and contextual qualities
such as contracts, ownerships, responsibilities, legal frameworks, work practices, orga-
nizational aspects, and, time. Furthermore, we make some comparison of our approach
with contemporary approaches toward trust in system behavior from the e-commerce
area and the Multi Agent System domain. The approach and models are to a high degree
work in progress and will be refined in other upcoming projects where we have to trust
artifact-mediated services where life might be at stake.
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