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Abstract. Human-to-human conversation remain such a significant part of our 
working activities because its naturalness. Multimodal interaction systems 
combine visual information with voice, gestures and other modalities to provide 
flexible and powerful dialogue approaches. The use of integrated multiple input 
modes enables users to benefit from the natural approach used in human 
communication. However natural interaction approaches may introduce inter-
pretation problems. This paper proposes a new approach to match a multimodal 
sentence with a template stored in a knowledge base to interpret the multimodal 
sentence and define the multimodal templates similarity. We have assumed to 
map each multimodal sentence to the natural language one. The system then 
provides the exact/approximate interpretation according to the template 
similarity level.  
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1   Introduction 

Face-to-face conversation remains such a significant part of our working activities 
despite of the availability of a great number of communication technologies. Anyway, 
there is a great interest towards natural interaction approaches and great efforts in 
development of technologies to aid such type of approaches (see for example [1],  
[2], [3]) and in improvement the  interpretation on the computer side. 

From this perspective multimodality has the potential to greatly improve Human-
Computer Interaction combining harmoniously different communication methods. A 
Users can use voice, handwriting, sketching and gesture to input information. On the 
other side the system can use icons, text, sound and voice (output)to present 
information. 

This paper uses the concept of multimodal language defined as a set of multimodal 
sentences [4], by the extension of the definition of Visual Language given in [5]. A 
multimodal sentence contains atomic elements (glyphs/graphemes, phonemes and so 
on) that form the Characteristic Structure (CS). The CS is given by the elements that 
form functional or perceptual units for the user. A multimodal sentence is defined, 
similarly to [6], as a function of: 1) the multimodal message, 2) the multimodal 
description that assigns the meaning to the sentence, and 3) the interpretation function 
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that maps the message with the description, and the materialization function that maps 
the description with the message. 

The goal of this paper is to propose a new approach to understand how a 
multimodal input sentence is matched with a template considering how different 
modalities cooperate each other, taking into account the user’s behavior that can alter 
the multimodal input recognized by the system. The resulting multimodal input 
sentence is matched with a template stored in a knowledge base to provide an 
interpretation of the sentence. The sentence can precisely match the template or 
approximates it. 

We consider the speech modality as the prevalent one because, generally, users 
explain their intentions by speech and use other modalities to “support” the speech 
and eventually to resolve ambiguities. 

In our system each multimodal sentence corresponds to a natural language one. 
The system returns the interpretation of the multimodal sentence if the template that 
exactly maps with the corresponding natural language sentence is available. When the 
user interacts with the system, the corresponding multimodal sentence must refer to a 
stored template in the knowledge base in order to be interpreted. If the corresponding 
sentence, expressed in natural language, doesn’t match with any of the stored 
templates than the system can interpret those sentences that approximate the matching 
considering templates similar to the first one. Because of some multimodal sentences 
(with different templates) can have very close interpretations (some times they can 
have the same meaning), this paper proposes to calculate the templates’ similarity 
starting from the semantic similarity of the natural language sentences corresponding 
to the Multimodal one, we also take into account the user’s behavior that can alter the 
multimodal input recognized by the system. For this purpose it is possible the 
association of a sentence and its template with the most similar template computing 
semantic similarity between natural language sentences. In this way we can provide 
an interpretation of the multimodal sentence also in case of non-perfect matching. 

The natural language sentence can be represented as a semantic network of objects 
and binary relations among them, where each object corresponds to one node. 

The paper is structured as follows: Section 2 provides a running example, section 3 
describes the proposed approach. section 4 reports the conclusion. 

2   Running Example 

In order to explain our approach we consider the following example: the user draws 
an Entity-Relationship scheme assigning a label to each construct. Without loss of 
generality we assume that the input is given by only two modalities: speech and 
sketch. This scenario is represented in Fig. 1. 

Suppose that the user sketches the diagram as shown in Fig. 1a, and he/she 
speeches the sentences shown in Fig. 1b. The system has to interpret the multimodal 
sentence and then has to materialize it as shown Fig. 1c. 

For the sake of simplicity we only consider the creation of the Teaching Relation. 
The user says: “The rhombus is the relation Teaching”, at the same time the user  

sketches the figure of a rhombus (in his/her intention). 
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Professor Courseteaching

(c) What user wants

(a) What user sketches (b) What user says

The first  rectangle  is the entity Professor

Second rectangle is the entity Course

The rhombus is the relation Teaching

 

Fig. 1. An example of multimodal input 

If the figure is properly interpreted by the sketch recognizer as a rhombus (Fig. 2a), 
we are in the typical situation of redundant information given by different modalities 
(i.e. the concept “rhombus” is expressed both by speech and sketch modalities) The 
Natural Language sentence associated to the multimodal one will be: “The rhombus is 
the relation Teaching” and it represents all the concepts expressed by speech and 
sketch. 

Given such a sentence, a corresponding template to the sentence in the knowledge 
base, must be found.  

The situation is more complex if we have some ambiguities problem. That is for 
example, if a user draws a figure that in his/her intention is a rhombus, recognized by 
the system as a different figure (Fig. 2b). So the system is unable to identify that the 
given input is redundant and can produce an incorrect multimodal sentence 
interpretation. In Fig. 2 both situations are illustrated with the proper timeline. 

From the user point of view both situations must reproduce the same multimodal 
sentence, but due to ambiguities in sketch recognition the system does not produce the 
same sentences and they are not associated to the same template. In order to avoid 
these problems we propose an approach that take into account the user’s behavior to 
reproduce multimodal sentences as near as possible to the user’s input will. 

3   Evaluating Multimodal Sentence Similarity 

The first important problem to solve is to understand how different modalities 
cooperate and what is the template that the multimodal sentence matches according to 
the cooperation modality. 

Six type of cooperation between modalities have been distinguished (see [7]): 
Complementarity, Concurrency, Equivalence, Redundancy, Specialization and 
Transfer.  

Let us consider the interaction of two modalities (in particular we address speech 
and sketch modalities) M1 and M2 that transmit information in ΔT1 and ΔT2 time 
intervals respectively. The possible time intervals relationship between M1 and M2 are 
summarized in Fig. 3 and are: 

− Sequential: The transmission of the second modality starts after the first one. 
− Disjoint: The transmissions of the two modalities take place in two separated time 

intervals. 
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'
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'
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"T h e  rh o m b us  is  th e  re lat io n T e ac h ing "

Δt1
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Δt2

tt10 t 1
'

 

Fig. 2. Example of multimodal input (by speech and sketch) with timeline 

 

Fig. 3. Time intervals relationship in multimodal interaction 

− Overlap: The transmission of a modality partially overlaps the transmission of the 
other one. 

− Contains: The transmission of a modality is self contained in the transmission of 
the other one. 

Evaluating time intervals for the involved transmission we analyze the possible 
combination of different input events. Multimodal input events can either be 
interpreted independently, or they can be merged. 

Let us refer to the example given in the previous section. Firstly the system 
individually recognizes the concepts or the chunk of information for each modality 
involved in the input event. In this case the system must perform a speech and a 
sketch recognition in order to capture the initial information. Then each input 
modality is associated with its own time interval of transmission. The next step is to 
interpret these unimodal input on the base of the transmission time and the 
information recognized in order to extract a multimodal sentence representing the 
whole input event. 

For our purposes, it is important to address two type of cooperation: 
Complementarity and Redundancy. Considering the aforementioned time intervals, 
Sequential, Overlap and Disjoint transmissions can denote Complementarity 
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interaction as Contains and Overlap transmissions can denote Redundancy interaction 
as previously stated in [7]. In Fig. 4 this relationships are presented. 

 

Fig. 4. Time intervals and type of interaction 

In this paper we address redundancy, because it has been observed that a redundant 
multimodal input involving speech and sketch enables a more natural form of 
communication. 

As stated before each modality transmission represents a finite number n of 
concepts. 

Let us suppose that the modality M1 transmits the concept C1 in the time ΔT1 and 
the modality M2 transmits the concept C2 in the time ΔT2. ΔT1 partially overlaps time 
ΔT2.  In our example M1 is the speech modality and M2 is the sketch modality. We 
have to identify the template for the multimodal sentence in order to correctly 
interpret it. That is, this “match” requires interaction between modalities has to be 
recognized. In redundant interaction C1 and C2 must be the same concept. However, 
the modality used to express one concept (for example concept C1) can introduce 
some imprecision and approximations. This is the situation in which the user would 
draw a rhombus, but the system recognizes a rectangle due to the drawing 
imprecision. At the same time the concept expressed by speech mode is “the 
rhombus”. In this case the two concepts C1 and C2 are similar concepts. The question 
is: what similarity measure has to be considered between two concepts in order to 
have a redundant interaction between modalities? 

This measure car vary among different users. The system has to acquire knowledge 
on the user’s behavior during the whole interaction process. 

We have considered a sample of 20 different users, and we asked them to draw a 
rhombus, alternatively with other figures, using our sketch interface, for 20 times. 
This has permitted us to take into account the user’s behavior, that is used to better 
calculate the similarity between concepts. 

The sketch recognizer identifies, for each sample, a measure of similarity between 
user’s sketch and the required figure (in this case a rhombus). 

This measure represents a fundamental element for the computation of concept 
similarity. More formally, if Ci is the i-th sample drawn by the user, and n is the total 
number of the samples, the user behaviour approximation Ass (for sketch-speech 
modalities interaction) is:  
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The concepts are stored in the concepts database as natural language terms. We 
adopt an extended words similarity algorithm in order to calculate semantic similarity 
between concepts using the WordNet lexical database [8]. 

3.1   Evaluating Concepts Similarity 

The taxonomical structure of the WordNet knowledge base is important in 
determining the semantic distance between words. In WordNet, terms are organized 
into synonym sets (synsets), with semantics and relation pointers to other synsets. 

One direct method for similarity computation is to find the minimum length of path 
connecting the two words [9].  

However, this method may be not sufficiently accurate if it is applied to a large and 
general semantic net such as WordNet. To address this weakness, it is important to 
notice that concepts at upper layers of the WordNet’s hierarchy have more general 
semantics and less similarity between them, while words that appear at lower layers 
have more concrete semantics and have a higher similarity. Therefore, also the depth 
of word in the hierarchy should be considered. In summary, we note that similarity 
between words is determined not only by path lengths but also by depth (level in the 
hierarchy). Moreover we take into account the user behaviour considering the user 
behaviour approximation Ass. The proposed algorithm is an extensions of the one 
proposed in [10] for words similarity. 

Given two concepts, c1 and c2, we need to find the semantic similarity s(c1,c2). 
Let be l the shortest path length between c1 and c2, and h the depth of subsumer in 

the hierarchical semantic nets, the semantic similarity can be written as: 

. )()(),( 2121 ssBhflfwws ⋅⋅=  (2) 

Bss represents the user’s behaviour contribution and its value depends on the value 
of the product between f1(l) and f2(h). If this value is higher than a threshold value (δ), 
Bss is equal to (Ass)

-1, otherwise Bss is equal to 0. More formally: 
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The path length between two concepts, c1 and c2, can be computed according to one 
of the following cases: 

1. c1 and c2 belong to the same synset, 
2. c1 and c2 do not belong to the same synset, but their synsets contains one 

or more common words, 
3. c1 and c2 neither belong to the same synset nor their synsets contain any 

common word. 

By the above considerations we can considered the function f1(l) to be a 
monotonically decreasing function of  path l. 

For depth contribution, function f2(h) should be a monotonically increasing 
function with respect to depth h. 
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The whole formula for words similarity computation is: 
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The values of α and β depend on the used knowledge base. For WordNet the 
optimal parameters are α=0.2 and β=0.45 as explained in [11]. 

3.2   Evaluating Multimodal Sentence Similarity 

The interpretation of a multimodal sentence needs its corresponding sentence, 
expressed in natural language form, matches with one template contained in the 
knowledge base. An approximate interpretation, which uses a semantic approach, can 
be provided. 

As discussed in the introduction, the need of interpreting sentences characterizing 
the multimodal dialog has led us to propose a process, devoted to obtain the exact 
interpretation or its approximation. The steps of our algorithm for evaluating 
multimodal sentence similarity can be summarized as follows: 

− the user formulates his/her multimodal sentence, 
− the resulting sentence is transformed in a Natural Language (NL) one and its 

template is compared with the templates sharing the same keywords (this reduce 
the number of the compared templates); the corresponding templates are selected,  

− if there are no matches, we extract from each one of the selected templates the 
relative sentences that have been used to create (by example) it, 

− then the system computes the semantic similarity between each of these sentences 
and the user’s sentence. Indeed sentence similarity is calculated through computing 
similarity between templates of each sentence. After investigating a number of 
methods, we proposed a templates similarity measure following the approach 
reported in [10]. 

− the highest value of semantic similarity is used to choose the more similar template 
with the given sentence. 

4   Conclusions 

Multimodal human-computer interaction, in which the computer accepts input from 
multiple channels or modalities, is more flexible, natural, and powerful than unimodal 
interaction with input from a single modality. However naturalness of communication 
is directly proportional with the complexity of the interpretation of messages. In this 
paper is presented an approach to define how a multimodal sentence matches to a 
sentence’s template according to: 1) the different type of cooperation between 
modalities; 2) the similarity approximations given by the user’s behaviour in his/her 
multimodal input. We have implemented a multimodal system based on speech and 
sketch modalities that uses the aforementioned methodology to better understand 
user’s input, also considering the user’s way of inputting. Future work will address 
other input modalities, such as gesture, that could also help disambiguate the user's 
interaction behaviour. 
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