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 There undeniably has been a revolution in new communication technologies during the 

last decade.  Some of these advances in technology will end up having a radical impact on the 

process of collecting survey interview data, as the chapters in this edited volume make 

abundantly clear.  A change in interview technology may end up being a necessity, not merely a 

convenience or a matter of cutting costs.  For example, the survey world will need to make some 

adjustments very soon as the public experiences a shift from landline telephones to mobile 

telephones or to the web.  Surveys will need to be very different in 10 years if the mainstream 

human-computer interface ends up having animated conversational agents, graphical user 

interfaces, speech recognition, and multimodal interaction.  We can only speculate, of course, 

what the world will be like in 10 years.    

 This chapter has two primary goals.  Our first goal is to summarize the existing state of 

research on interview technologies.   We will not attempt to give an exhaustive and 

comprehensive summary, given the broad coverage of the field in the introductory chapter by 

Conrad and Schober (chapter 1).  Instead, we provide a succinct snapshot of where we are now 

in the field in order to address important themes, obvious research gaps, and unresolved tradeoffs 

on the impact of technologies on psychological and practical dimensions.  Our second goal is to 

identify some important research areas for the future. 

 We entirely recognize the need to be cautious when exploring the impact of technology 

on survey interview practice.  Consider, for example, the role of technology in training and 

education.  Cuban (1986, 2001) has documented that technology has historically had a negligible 

impact on improvements in education.  As a case in point, visionaries predicted that radio and 

television would have a revolutionary impact on education, but this never materialized, as we all 

know.   Clark (1983) argued that it is the pedagogy underlying a learning environment, not the 
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technology per se, that typically explains learning gains.  That conclusion of course motivates 

the need to investigate how particular technologies are naturally aligned with particular 

psychological principles, theories, models, hypotheses, or intuitions.  These lessons learned from 

the learning sciences have relevance to the present book on interview technologies.   

 The universal interface of any communication system is the human face, with 

accompanying speech, gesture, facial expressions, posture, body movements, and human 

intelligence.  This face-to-face (F2F) “inter - face” has sometimes been considered the gold 

standard for survey interviews.  All other technologies are mediated, if not degenerate, forms of 

F2F communication, whether they be surveys with paper and pencil, telephone, web, or animated 

conversational agents.  One fundamental question is what gets lost or gained from these 

alternatives to F2F interviews.  For example, compared to web surveys, F2F has an advantage of 

being better able to detect whether the respondent understands the survey questions by virtue of 

paralinguistic cues, e.g., pauses, intonation, speech disfluencies, gaze, posture, and facial 

expressions.  These cues provide a social presence that is minimal or nonexistent on web 

surveys.  However, on the flip side, the social presence makes respondents more reluctant to 

share information on sensitive topics such as sexual activities and consumption of drugs and 

alcohol (Currivan, Nyman, Turner, & Biner, 2004; Tourangeau & Smith, 1996).  There is a 

fundamental tradeoff between technologies that afford social presence and the revelation of 

sensitive information (Sudman & Bradburn, 1974). Such a comparison in technologies suggests 

that it is illusory to believe that there is a perfect universal interview technology.  Instead, there 

are tradeoffs between evaluation measures when considering the landscape of technologies.  We 

need to develop a science that takes these tradeoffs into account when selecting the optimal 
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technology for a survey that is targeted for a particular topic, objective, population, budget, and 

margin of accuracy.   

Current State of Research on Interview Technologies 

 Table 1 lists the interview technologies that have been used in the survey field or 

investigated by researchers of survey methodology.  Chapters in this volume focus on particular 

technologies, as in the case of video conferencing (Anderson, chapter X), interactive voice 

response (Bloom, chapter, X; Couper, chapter X), mobile and landline telephone surveys (Fuchs, 

chapter X; Hancock, chapter X), instant messaging (Hancock, chapter X), web surveys (Couper, 

chapter X; Fuchs, chapter X), computer mediated conversation (Fussell et al., chapter X), 

multimodal interfaces (Johnston, chapter X), computer assisted interviews (Bloom, chapter X; 

Couper, chapter X), advanced sensing technologies (Bloom, chapter X; Cassell & Miller, chapter 

X; Johnston, chapter X), and animated conversational agents (Cassell & Miller, chapter X; 

Person, chapter X).  Most of these chapters compare two or more interview technologies in an 

attempt to assess the impact of such contrasts on performance measures and also to test general 

psychological principles.   

 Table 2 lists the characteristics on which the interview technologies have been specified, 

measured, and evaluated.  The table identifies the technology’s affordances (Clark & Brennan, 

1991, chapter by Fussell et al.), modalities and media (Anderson, chapter X; Couper, chapter X; 

Couper, Singer, & Tourangeau, 2004; Johnston, chapter X, Johnston & Bangalore, 2005; Mayer, 

2005;), conversational capabilities (Conrad & Schober, 2000, chapter X; Schaeffer & Maynard, 

2002, chapter X;  Schober & Conrad, 1997, 2002; Suchman & Jordan, 1990), errors (Groves, 

1989, chapter X), costs, and ethical ramifications (Konstan, chapter X; Marx, chapter X).  Some 



                                                                        Synthesis and Future 5

of these characteristics have been investigated in considerable detail, such as validity and 

reliability, whereas data are conspicuously absent for costs of development and implementation.   

*** INSERT TABLES 1 AND 2 ABOUT HERE ***  

 At this point in the science it would be worthwhile to fill out all of the cells in a matrix 

that we call the technology-characteristic landscape (TC-landscape).  In essence, the 

affordances, modalities, media, conversational capabilities and other characteristics in Table 2 

are specified in tables that map these characteristics onto particular interview technologies in 

Table 1.  Researchers have filled out parts of the landscape.  For example, Fussell et al. (chapter 

X) and Hancock (chapter x) identify the affordances for F2F, video conferencing, telephone, 

email, versus instant messaging.   The conventional technologies (F2F, self administered 

questionnaires, telephone) have been compared on reliability and validity (Groves, 1989).  

However, cells are sparse on the more advanced interview technologies such as animated 

conversational agents and multimodal interfaces.   

Regarding costs, it is informative that quantitative data are either missing or difficult to 

locate for the advanced interview technologies.  The comparative costs can be estimated at a 

crude level.  For example, development costs are comparatively high for developing IVR and 

web surveys compared with F2F and telephone surveys with humans, but the implementation 

costs would yield the opposite trend.  Without precise costs on development and implementation, 

no solid conclusions can be made on return on investments (ROI’s) for alternative interview 

technologies.    An econometric analysis would be worthwhile that allows an assessment of the 

gains in validity or reliability as a function of increments in costs for particular technologies.      

Psychological theories and principles offer predictions on the comparative impact of 

alternative technologies on measures of interest.  Social presence (Reeves & Nass, 1996) is a 
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theoretical principle that has received considerable attention.  An interview technology has 

progressively more social presence to the extent that it resembles human characteristics of the 

gold standard F2F interview.  This would predict the following gradient on social presence: F2F 

> telephone >  IVR > self-administered questionnaire.  As mentioned earlier, an interview 

technology with high social presence has the liability of lowering the likelihood that respondents 

will accurately report information on sexual habits, consumption of alcohol, and other sensitive 

topics.  Precisely where animated conversational agents fit in this continuum is unclear compared 

to telephones because agents have a face, unlike the telephone interviews, but the speech and 

conversational intelligence is limited.  Agents may be indistinguishable from F2F in highly 

scripted rigid interviews that have few degrees of freedom, but the agents would be akin to IVR 

when respondents desire a more flexible conversation that permits clarification questions.  

Conversational interviews require human intelligence that successfully achieves deep 

comprehension, language generation, and the processing of pragmatically appropriate 

paralinguistic cues, all of which are beyond the horizon of current agent technologies.  Of course, 

this does not stop researchers from attempting to build agents that emulate humans.  Some 

reasonably convincing agents have been developed in the context of tutoring and advanced 

learning environments, as in the case of AutoTutor (Graesser, Chipman, Haynes, & Olney, 2005; 

Graesser, Person, & Harter, 2001; VanLehn, Graesser, et al., in press) and Tactical Iraqi 

(Johnson & Beal, 2005).   

Conversational grounding is another theoretical principle that has salient relevance to 

interviews (Conrad & Schober, 2000, chapter X; Schaeffer & Maynard, 2002, chapter X; 

Suchman & Jordan, 1990).  Grounding is permitted when the respondent can ask questions or 

otherwise receive help that clarifies the intended meaning of terms and ideas expressed in survey 
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questions.  This is impossible on self-administered questionnaires but possible in F2F and 

telephone interviews that allow interviewers to answer respondents’ clarification questions.  It is 

also possible on web surveys with facilities that answer respondent questions (Schober, Conrad, 

Ehlen, & Fricker, 2003).  Conversational interviewing increases the likelihood of there being an 

alignment between the plans, intentions, and common ground of interviewer and respondent.  

One danger in conversational interviewing, however, is that the interviewer runs the risk of 

implicitly unveiling attitudes, leading the respondent, and thereby increasing error.  An agent 

would of course provide a more controlled conversational interaction, but this does not necessary 

reduce the error.  A quirky agent would conceivably create pragmatic irregularities that also 

result in sources of error.   

Discourse theories emphasize the importance of identifying the structure, ground rules, 

and constraints of specific conversational registers.  Bradburn (chapter X) identified the four core 

characteristics of traditional survey interviews (see also Fowler & Mangione, 1990): (1) it is a 

special kind of conversation with its own rules, (2) there is a sequence of questions posed by the 

interviewer and answers provided by respondents, (3) the interviewer’s questions control the 

conversation, and (4) there is a stereotypical question format.  Conversational interviewing 

loosens the constraints by allowing the interviewer to answer respondents’ clarification questions 

(a limited form of mixed initiative dialogue), and for the question formats to vary in an attempt 

to achieve conversational grounding and alignment.  It is important for the researcher to specify 

the characteristics of the discourse register of any interview technology.    

Contributors to this volume have meticulously identified many of the benefits and 

liabilities of particular interview technologies.  It is quite apparent that there are tradeoffs when 

examining many of the characteristics and measures.  There is a tradeoff between:  social 
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presence and the reporting of sensitive information, between the use of computer technologies 

and implementation costs, between complex interfaces with many options and the need for 

training, between speech and interpretation accuracy, between advanced technologies and errors 

of coverage and non-response -- the list goes on.  It is important to document these tradeoffs as 

researchers fill in the cells of the TC landscape.     

 Survey researchers have developed coding systems to track both the verbal content of the 

answers and the unconscious reactions, paralinguistic communication cues, and other forms of 

paradata (Presser et al., 2004; Lessler & Forsyth, 1996).  The verbal codes include categories of 

speech acts, such as read survey item, repeat survey item, request clarification, repeat answer, 

signal return to script, laugh,  and so on (Schaeffer & Maynard, 2002, chapter X).  The 

unconscious codes are pauses, restarts, speech disfluencies, intonation contours, eye gaze, facial 

expressions, gestures, posture, and so on (Cassell & Miller, chapter X).   These unconscious 

codes, measured by trained judges or instruments, are sometimes diagnostic of respondents’ 

lying (Hancock chapter x), but so are the verbal codes.  One question for the Institutional Review 

Board (IRB) committees is whether informed consent is needed when researchers analyze the 

unconscious communication channels (Konstan, chapter X; Marx, chapter X).  Informed consent 

is normally required for the verbal answers and actions that respondents intentionally provide, 

but not currently for the unconscious streams of activity. 

Matters of ethics of course need to be scrutinized for all of the interview technologies.  

There are seven critical issues relevant to ethical violations in clinical and medical research 

according to Emmanuel, Wendler, and Grady (2000): (a) social or scientific value, (b) scientific 

validity, (c) fair subject selection, (d) favorable risk-benefit ratio, (e) independent review, (f) 

informed consent, and (g) respect for enrolled subjects.  Fair subject selection is called into 
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question when subsets of the target population tend to be excluded and thereby create coverage 

error or non-response error.  If elderly and low SES populations tend not to use the web, then a 

web based survey would be prone to this ethical violation (Couper, 2000). Informed consent is 

not collected in web surveys that are routinely part of the practice of some marketing research 

firms and for the videotaped surveillance of citizens.   The ubiquitous and noninvasive methods 

of data collection are not always submitted to IRB’s so they are prone to ethical violations.   

The current state of survey interview research is underdeveloped when it comes to 

examining differences in culture, languages, community norms, and demographic characteristics 

other than race, gender, and SES. Cross cultural research is conspicuously nonexistent in the 

more advanced interview technologies.  The TC landscape would be tremendously expanded as 

we add these socio-cultural dimensions.  

Research Needs in the Near Horizon  

This section identifies five important directions for survey researchers to pursue in the 

future.  Some of these would help fill gargantuan gaps in the TC landscape.  Others would 

increase the quantitative and analytical sophistication of the research.   

(1) Fine-Grained Engineering and Quantitative Modeling  

 There comes a point in a social science when researchers shift from inferential statistics 

that compare conditions on dependent measures to quantitative models that would appeal to 

engineers.  It is time to wear some engineering hats as we move forward to the next stage of 

analyzing interview technologies.  There are a suite of engineering models that have been used in 

the fields of human-computer interaction, cognitive engineering, and human factors.   

 One class of models is state-transition networks.  There are a finite set of states and a set 

of arcs that designate transitions between states.  Figure 1 shows a simple state transition 
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network for survey interactions. There are five states that designate the speech acts of the 

interviewer and respondent (nodes A through E) and 8 arcs that designate transitions between the 

speech acts (arcs 1 through 8).  All surveys require node A (interviewer asks survey question), 

transition 1, and node B (respondent answers question); this can be can be signified as either A 

  B, A1B or simply AB.     

***  INSERT FIGURE 1 ABOUT HERE *** 

Interview technologies vary on what speech acts are admissible or available in the 

interview.  A self-administered questionnaire would afford only the AB path because there is no 

possibility of respondents asking clarification questions (node C), the interviewer answering 

these questions (node D), and the interviewer formulating revised questions (node E).  The only 

option available to the survey researcher is to optimize the context and wording of the questions 

to maximize the reliability and validity of the responses.  This is accomplished by pretesting the 

questions (Presser et al., 2004) or by using computer tools, such as Question Understanding Aid 

(QUAID, Graesser, Cai, Louwerse, & Daniels, 2006), to minimize the respondents’ 

misunderstanding the questions.   

A conversational interview, on the other hand, would allow speech acts in nodes C, D, 

and E in an effort to enhance conversational grounding and alignment (Schaeffer & Maynard, 

2002, chapter X; Conrad & Schober, 2000, chapter X; Schober & Conrad, 1997; Suchman & 

Jordan, 1990).  This is illustrated in the following hypothetical exchange. 

Interviewer Question (A): How many vehicles are in your household? 

Respondent Answer (B): 20 or 30 

Interviewer Revised Question (E,A): How many vehicles during the last year?    

Respondent Question (C ): Do you include motorcycles and bicycles?   
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Interviewer Answer (D):  Vehicles included motorcycles, but not bicycles.   

Respondent Answer (B):  Okay, 4.   

This example illustrates that the initial answer of 20 or 30 would not be valid, that the self-

administered questionnaire would fall prey to the invalid response, and that the conversational 

interview would unveil a more valid response.  The potential downside of the conversational 

interview is that the interviewer’s speech acts run the risk of telegraphing expectations of the 

interviewer and indirect feedback, another source of error.  So there is a trade-off between 

validity and these types of biases.    

Ideally the survey methodologist would be able to collect quantitative parameters, 

metrics, and measures for the nodes and arcs in Figure 1.  For each of the interview technologies, 

researchers would have an estimate that any answer is produced by the respondent (node B), that 

a reliable answers is produced, and that a valid answer is produced.  Survey methodologists 

collect such data in their research, although it is widely acknowledged that estimates of validity 

are extremely difficult to collect in practice.  What is being advocated is an even more refined 

analysis.  We can quantify the likelihood of interviewers expressing speech acts {C | D | E}, the 

extent of different types of errors, correlations between different types of error and {C | D | E}, 

and transaction times for completing C, D, and E.  With such quantitative indices at hand, we can 

simulate survey completion times and the extent that errors will be committed with a new 

technology before it is designed.  For example, one could imagine a web survey that answered 

respondent’s clarification questions through a word definition help facility (allowing C and D), 

but would not be able to formulate revised questions (node E).  Performance measures could be 

simulated for such a system.  The designer could also change the interface to encourage the 

respondent to ask clarification questions (node C) by instructions or highlighting the help 
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facility.  Designers could then explore how that interface enhancement would influence survey 

completion times, the validity of answers, and other performance measures.  The state transition 

network and affiliated parameters would generate estimates in its simulations.  The model would 

be validated by comparing the predicted quantities with empirical data that is eventually 

collected.   

Another example of a quantitative model is the GOMS model of human-computer 

interaction (Card, Moran, & Newell, 1983; Gray, John, & Atwood (1993).    GOMS stands for 

Goals, Operators, Methods, and Selection Rules.   This model was originally used to simulate 

performance of users of word processing software but has since than been applied to dozens of 

tasks with system-person interfaces, including telephone operator systems.  Performance is 

simulated at multiple levels of grain size: the keystroke level, completion of subgoals, and 

completion of major tasks.  Another virtue of GOMS is that it uses a theoretical model of human 

information processing to predict execution times for basic operations of perception, action, and 

memory. It would predict, for example, how long it takes to: (a) to process one eye fixation in a 

perception-cognition-motor cycle (approximately 240 milliseconds), (b) move the eyes from one 

location on a computer screen to another location, (c) move a finger from one location to a target 

location of a particular size, and (d) make a decision among N alternatives.   

One could imagine the benefits of such a model in the arena of animated conversational 

agents.  The GOMS model would simulate how long it takes for an agent to produce a spoken 

answer to a respondent’s question versus how long the same answer would take for the 

respondent to read.  Given that a spoken message is difficult to ignore, and that the respondent 

would sometimes skip reading a printed message, the researcher can estimate the comparative 

advantage of the two media when measuring the likelihood that the respondent attends to the 
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message.  Many other questions could be answered by the modeling tool.  How would the 

likelihood of attending to the message be influenced by the placement of the printed message on 

a screen?  How would listening times and the respondents’ requests for repeated messages be 

influenced by agents speaking at different speeds, with different dialects, and different 

paralinguistic channels.  Answers to such questions, and literally thousands of other questions, 

can be estimated with a GOMS model.  It is important to acknowledge that there is never enough 

time for survey methodologists to test empirically a staggering number of alternative interfaces.  

We would argue, therefore, that such a quantitative model is a necessity – not merely a luxury -- 

for survey methodologists during this age of rapid changes in technologies.     

(2) Analysis of Dialogue Modules 

          There is a need to perform a deep analysis of the discourse that underlies an interview 

technology because all surveys and human-computer interfaces are fundamentally forms of 

discourse.  It is convenient to decompose the discourse into dialogue modules.  A dialogue 

module is defined, for the present purposes, as a dialogue exchange between the interviewer and 

respondent that accomplishes a particular discourse function. The dialogue moves in Figure 1, 

for example, would include the following dialogue modules: (a) Respondent answer survey 

question asked by interviewer, (b) interviewer clarify meaning of expression for respondent, and 

(c) interviewer align question with knowledge of respondent.  Each module has its own 

participant roles, knowledge and beliefs of participants, goals or intentions of participants, and 

pragmatic ground rules.  We believe that it is important for survey researchers to understand the 

cognitive, pragmatic, and social components of the important dialogue modules in interviews and 

to systematically analyze how these components are realized (if at all) in each interview 

technology under consideration.   



                                                                        Synthesis and Future 14

 Consider the main dialogue module below that would apply to all surveys and interview 

technologies.   

Dialogue Module 1: Respondent answer survey question asked by interviewer. 

1.  I = interviewer; R = respondent; Q = question  

2.  I does not know answer to Q at time t1 

3.  I believes that R knows the answer to Q at time t1 

4.  I believes that R understands the meaning of the Q at time t1 

5.  I asks R the Q at time t1 

6.  R understands the meaning of the Q at time t2 

7.  R knows the answer to the Q at time t2 

8.  R answers the Q at t2 

9.  R believes I understands R’s answer to the Q at time t3 

10. I believes that R understands the meaning of the Q at time t3 

11. I understands the meaning of the answer at time t3 

12.  I believes that R believes that the answer to the Q is true at time t3 

13.  I acknowledges R’s answer to the Q at time t4 

14. I accepts R’s answer to the Q at time t4 

15. R believes that I accepts R’s answer to the Q at time t5 

At first blush this may seem to be a tedious specification of obvious epistemological and 

pragmatic assumptions of a simple survey question and its answer.  However, each of these (as 

well as others if we were to include intentions) has important ramifications on interview 

technologies and the success of a conversational exchange.  Fortunately, computational linguists 

have developed computer tools to assist researchers in keeping track of the beliefs, knowledge 
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plans, intentions, and other states of participants in dialogue modules.  Two of these are 

COLLAGEN (Rich, Sidner, & Lesh, 2001) and the TRINDI toolkit (Larsson & Traum, 2000).   

The 15 components in the example dialogue module would apply to a successful 

exchange with satisfactory alignment between the interviewer and respondent.  However, the 

verbal answers and paradata in a F2F conversational interview often suggest that one or more of 

the assumptions are false.  If the respondent pauses, frowns, or looks confused at time t2, then 

assumptions 6 and 10 are suspect; this would motivate the interviewer to revise the question in a 

conversational interview and launch a subordinate dialogue module: interviewer align question 

with knowledge of respondent.  If the interviewer pauses, has a hesitation prosody in the 

acknowledgement, looks skeptical, or asks a revised question at time t4, then assumptions 6, 9, 

10, 14, and/or 15 are suspect; this would motivate the respondent to ask a clarification question 

and the following subordinate dialogue module would be launched: interviewer clarify meaning 

of expression for respondent.  The subtleties of the paradata are often diagnostic of which 

assumptions are suspect.   

Communication breaks down when there is misalignment at different levels of 

communication (Clark, 1996; Pickering & Garrod, 2004; Walker et al., 2003).  Misalignments 

would of course compromise the validity of the responses in surveys, as has been shown in the 

research by Conrad and Schober (Conrad & Schober, 2000; Schober & Clark, 1997).  In the 

example dialogue module, there can be misalignments in components 4-6-10, 9-11, 7-14, and so 

on.  Potential misalignments become visible in some interview technologies more than others.  

F2F and video conferencing allow visual and auditory paradata from the respondent, telephone 

allows only auditory, whereas self administered questionnaires and the web allow neither.  

Limitations in paradata of course have an impact on errors and other measures.  Designers of 
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computer technologies might provide special facilities to compensate for the lack of paradata in 

those technologies without contact with a human interviewer.  For example, a web survey might 

have a help facility that answers the respondents’ clarification questions (nodes C and D in 

Figure 1) or that generates revised questions (node E).  However, it is well documented that 

individuals rarely ask questions and seek electronic help in most computer systems (Carroll, 

1987) and learning environments (Graesser, McNamara, & VanLehn, 2005).  The likelihood of 

help seeking is no doubt lower in a survey environment because the respondent is voluntarily 

providing information rather than having the goal of obtaining information (Schober et al., 

2003).  It is not sufficient for a computer technology to simply offer electronic assistance for 

conversational grounding and alignment because there is a low likelihood that the user will use 

the facilities when they are needed.  Conversational agents hold some promise in encouraging 

the respondent to seek help or in barging in to offer help.  However, there is a risk of the agents 

committing false alarms when the agent cannot accurately understand the respondent and 

diagnose misalignments.   

(3) Measuring the Accuracy of Interpretation and Sensing Components 

 How accurately does the interviewer, computer, or instrument measure the respondents’ 

intended messages and unintended paradata?  This is a pervasive research question in survey 

methodology, and indeed the field of communications in general.  Speech recognition has 

received considerable attention because this is a technology that would have enormous practical 

value in the world of surveys (Bloom, chapter X; Johnston, chapter X).  Although the quality of 

speech recognition is improving (Cole et al., 2003), the accuracy of speech-to-text translation is 

substantially higher for humans than computers (Meyer et al., 2003).   



                                                                        Synthesis and Future 17

The accuracy of spoken messages being recognized correctly apparently improves quite a 

bit when the speech can be accompanied by pointing to interface elements via touch panel or 

electronic pens (Johnston, chapter X).  One example of a successful multimodal interface is the 

MATCH (Multiple Access to City Help) system (Johnston, chapter x).  More research is needed 

on how well respondent messages can be automatically interpreted in a multimodal system with 

various combinations of speech recognition, handwriting recognition, gesture recognition, 

recognition of facial expressions, detection of eye gaze directions, detection of posture, and so 

on.  In addition to the accuracy of the verbal messages, there needs to be research on the 

accuracy of sensing the paradata, such as pauses, intonation, direction of gazes, gesture, posture, 

and facial expressions.  In our own lab, we have attempted to classify learners’ emotions while 

college students interact with AutoTutor (D’Mello, Craig, & Graesser, in press).  Emotions such 

as confusion, frustration, boredom, engagement, delight, and surprise are being classified on the 

basis of the verbal dialogue, facial expressions, speech intonation, and posture.  Our hypothesis 

is that emotion classification will require a combination of communication modalities, not any 

one alone.   

The messages and paradata of the respondent are of course influenced by those of the 

interviewer.  Such interviewer-respondent interactions need to be incorporated in any assessment 

of the accuracy of interpreting respondent messages and paradata.  Respondents’ conversational 

style and paradata can model, mirror, or otherwise respond to what the interviewer does.  One of 

the virtues of conversational agents is that the messages and paralinguistic cues are controlled 

whereas those of human interviewers are variable or intractable.  Future research with agents in 

interviews need to document the impact of the agent’s conversational, physical, stylistic, and 
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personality characteristics on the behavior of the respondents (see Cassell & Miller, chapter X; 

Person, chapter X).    

The accuracy of automated comprehension of messages is limited at this point in the 

fields of computational linguistics and artificial intelligence (Allen, 1995; Jurafsky & Martin, 

2000; Rus, 2004).  There have been impressive advances in computer analyses of words (such as 

Linguistic Inquiry Word Count , Pennebaker & Francis, 1999), shallow semantics (such as Coh-

Metrix, Graesser, McNamara, Louwerse, & Cai, 2004), automated grading of essays (such as e-

Rater, Burstein, 2003; Intelligent Essay Assessor, Landauer, Laham, & Foltz, 2000), and 

question answering (Dumais, 2003;  Harabagiu, Maiorano, & Pasca, 2002; Voorhees, 2001).   

However the performance of automated systems is far from adequate whenever there is a need 

for the construction of context-specific mental models, knowledge-based inferences, deictic 

references, resolution of anaphoric references, and other components of deep comprehension.  

Surveys require a high precision in comprehending messages, unlike other conversational 

registers that can get by with less rigorous grounding and alignment of meanings, such as 

tutoring (Graesser et al., 2001, 2005) and small talk (Bickmore & Cassell, 1999; Cassell et al., 

2000).   An interviewer agent would require a fairly accurate mental model of the respondent 

(Walker et al., 2003), which is at a least a decade away from being technically achieved. 

On a technical note, the various fields that have investigated communication systems 

have adopted somewhat different quantitative foundations for measuring communication 

accuracy.  Social psychologists are prone to collecting ratings from multiple judges as to whether 

a message is understood by a respondent or system.  Computational linguists collect recall 

scores, precision scores, and F-measures in comparisons between a computer’s output and 

judgments of human experts (Jurafsky & Martin, 2000).  Cognitive psychologists collect hit 
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rates, false alarm rates, d’ scores, and other measures from signal detection theory in 

comparisons between computer output and judgments of humans.  It would be worthwhile for 

colleagues in the survey methodology world to converge on some agreement on measurements 

of the accuracy when analyzing interpretation and sensing components.   

(4)  Animated Conversational Agents in the Survey World 

 Our forecast is that animated conversational agents will eventually become ubiquitous in 

human computer interfaces, in spite of the cautions that problems will arise when humans 

attribute too much intelligence to the agents (Norman, 1994; Shneiderman & Plaisant, 2005).  

Adults have the ability to gauge the intelligence, personality, and limitations of other humans and 

classes of humans.  Adults can discriminate what is true in the real world from what they see in 

movies. In essence, they can make fine discriminations about the capabilities humans and their 

presence in technologies.  This being the case, we can imagine that there will be a new genre of 

agents that are Auto-Interviewers and that these agents will be eventually understood and 

accepted by the public. However, it us uncertain how the public will view the Auto-Interviewer’s 

intelligence, believability, trust, pragmatic ground-rules, personality, and other dimensions of 

social presence (Cassell & Miller, chapter X; Cassell, Sullivan, Prevost, & Churchill, 2000; 

Reeves & Nass, 1996).  An agent can announce the limits of its protocol (“Sorry I am not 

allowed to answer your questions”) or capabilities (“Sorry but I am not understanding you”, 

“Could you speak more clearly?”), just as interviewers and other people do.  We could imagine 

an Auto-Interviewer with an engaging and endearing personality that respondents enjoy 

interacting with for a sustained period of time, despite its limitations on various human 

dimensions. We could imagine a new class of agents with its own identity: the Auto-

Interviewers. 
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 It will be important to conduct parametric studies that investigate the impact of agent 

features on respondents. Is it best to have agents matched to the respondent in gender, age, 

ethnicity, and personality, or is it better have contrasts (e.g., male agents with female 

respondents) or high status prototypes (earnest older white males)?  How do these features and 

the agent’s attractiveness influence the engagement, completion rates, and response validity of 

respondents?  How and when should the agent give back-channel feedback (uh huh, okay, head 

nod) that the agent has heard what the respondent has said?  Should the agent deviate from 

realism, as with cartoon agents or caricatures, or be very close to a realistic depiction of humans?    

The roboticist Masahiro Mori (1970) claimed that people have an increasing level of 

comfort and even affection for robots as they increasingly resembles a human.  However, there 

reaches a point on the robot-human similarity continuum that the human feels uneasy or even 

disgusted when the robot mimics a human very closely, but not quite perfectly.  Humans become 

more comfortable again when there is a perfect robot-human match, a state that is theoretical 

because no robots are that good.  Mori calls the uneasy trough the zone of the uncanny valley.   

The technology is now available to measure human’s reactions to agents as a function of the 

different values on the agent-human similarity continuum (Conrad & Schober, chapter X).  There 

is software developed by Neven Vision (recently acquired by Google) that has agents mirror 

what a human agent does by mapping the facial features of the agent onto the features of the 

human.   This will allow researchers to empirically test the uncanny valley and other mappings 

between agent characteristics and human emotions. 

 A successful animated agent is not limited to its appearance.  It will need to coordinate 

the speech, facial expressions, gesture, eye gaze, body posture and other paralinguistic channels.  

The conversational dialogue will need to generate the appropriate speech acts at each turn.  A 
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totally natural agent would need to generate speech disfluencies that reflect the difficulty of its 

message planning mechanism and its conversational floor management (i.e., maintaining its turn 

or taking the conversational floor).   There is a rich terrain of research avenues for those 

interested in animated conversational agents. 

 Once again, skeptics may ask “why bother.?”  Our view is that a good Auto-Interviewer 

will represent the human-computer interface of the future, will be cheaper to implement 

(although expensive to initially develop), and will provide more control over the interview than 

will F2F and video conference interviews with humans. 

(5) Culture  

 It is perfectly obvious that our research on interview technologies needs to be replicated 

in different cultures in order to assess the scope and generality of scientific claims.  This gives all 

of us free reigns to tour the world in the interest of multi-cultural research on survey 

methodology.  We can explore different cultures, languages, age groups, socioeconomic strata, 

and so on.   

 The role of technology in different cultures is particularly diverse.  The younger 

generations tend to use advanced technologies, but not the elderly, so there is the worry of 

coverage and non-response errors in the elderly populations (Groves, chapter X). People in most 

cultures do not understand the semiotics of visual icons that bloat the interfaces of most web 

sites, so they tend to be excluded from web interviews and many other interview technologies.  

The study of icon semiotics is indeed an important area for exploration because the computer 

interfaces of today are too arcane and unintuitive for the majority of the US population, a culture 

that values technology.  Designers often justify their poor human-computer interfaces by 

claiming that users can read instructions or learn from their peers.  However, the data reveal that 
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US adults quickly abandon any web site or inexpensive software product if they encounter a 

couple of obstacles within a few seconds of receiving it (Zachary, 200X).  The truth is that the 

open market of software users is unforgiving of shabby human-computer interfaces.   

 The face is the universal interface, as we proclaimed at the beginning of this chapter.  As 

such, the face presents very few obstacles in human-computer interaction for members of 

different cultures.  Those of us who conduct research with animated conversational agents know 

that the time it takes to instruct participants how to use a computer system with an agent is on the 

order of a few seconds, with few if any user errors.  In contrast, it takes several minutes to 

instruct participants how to read and use a conventional interface, often with troublesome 

bottlenecks that require retraining.  As expressed earlier, however, there are potential liabilities 

of these agents (e.g., technical imperfections, social presence lowering rates of sensitive 

disclosure) and these probably get magnified when considering differences among cultures.   

However, this latter claim about differences among cultures is speculative and awaits empirical 

research. 

 The younger generation in the US is currently a generation that thrives on computer 

games (Gee, 2003) and instant messaging (Kinzie, Whitaker, & Hofer, 2005).  The older 

generation is virtually alienated from these two technologies.  What are the implications of this 

fact?  Should we be embed our surveys in games and instant messaging if we want to reach the 

next generation?  The younger generation is also in a culture of media that cultivates short 

attention spans. Should we distribute the survey questions over time, locations, and contexts in 

order to improve response rates?  Should the surveys fit within these constraints?   

 Citizens in the workforce live in different cultures than the youth and the elderly.  Those 

in the workforce have very little time and that may prevent some from being willing to complete 
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a survey.  Workforce respondents may be more open to completing a survey if they are viewed 

as consultants or experts on a topic.  The solution to reducing non-response rate may lie in 

creating more engaging interviews that are perceived as being important to members of a culture. 

Closing Comments 

 This chapter has provided a snapshot of the current state of research in learning 

technologies and has proposed some research directions that are needed in the near horizon. This 

is an unusual point in history because we are in a revolution of communications technologies and 

the communication media of choice are extremely diverse among different sectors of the 

population.  Mail is no longer reliable, nor is the telephone, nor the web.  The media of choice 

are entirely different for the young and old, for the rich and poor, and for those in different 

languages and cultures.  The future of survey research is destined to be entirely different than it 

was 30 years ago.  We have no choice but to pursue novel solutions and to shed some of the 

sacred guidelines from the past.    
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  Table 1.  Interview Technologies 

1. Face to face (F2F) 

2. Video conferencing 

3. Animated conversational agents 

4. Video telephony 

5. Telephone, including landlines and mobile phones 

6. Interactive voice response (IVR)  

7. Self-administered questionnaire via mail or directly administered  

8. email  

9. Instant messaging 

10. Web 

11. Computer assisted survey interview (CASI), including audio CASI and video CASI 

12. Computer assisted personal interview (CAPI) 

13. Computer assisted telephone interview (CATI) 

14. Advanced sensing capabilities, including speech, gesture, and handwriting recognition 

15. Multimedia and multimodal interfaces 
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Table 2.  Technology affordances, modalities, media, conversation capabilities, errors, costs, 

and ethics. 

Affordances (Clark & Brennan, 1991): Co-presence, visibility, audibility, cotemporality, 

simultaneity, sequentiality, reviewability, revisability 

Modalities/media (Mayer, 2005): Visual, graphical, spatial, linguistic, print, auditory, spoken. 

Conversation capabilities (Conrad & Schober, 1997; Schaeffer & Maynard, 19xx; chapters X 

and Y): Social presence, scripted, interactive, grounded, interviewer-entered, mixed-

initiative. 

Errors (Grove, 199x, chapter X): validity, reliability, measurement error, processing error, 

coverage error, sampling error, non-response error 

Costs:  Development, implementation 

Ethics.  Privacy, informed consent, ethical principles 
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Figure 1:  A Simple State-Transition Network for Survey Interactions. 
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